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# Purpose and Scope

The purpose of this document is to describe step by step instructions that must be followed to consistently perform the installation and configuration of Oracle 12.1.0.2 clusterware on an LINUX host. This document also describes the tests that must be performed in order to verify that the Infrastructure Component has been installed and configured correctly. These verification tests constitute the Infrastructure Component Installation and Operation Qualification.

This document applies to all AstraZeneca® personnel who install Oracle 12.1.0.2 clusterware on an LINUX Server for use on the AZ Account.

It is a contractual requirement to follow this Installation Instruction precisely. If this is not possible you must report this fact to your Line Manager immediately so that the Installation Instruction can be corrected.

Any deviations from the instructional steps contained within this document must be recorded in the Global Component Qualification Record that is used to record the outcome of the post installation verification tests.

# References

|  |  |
| --- | --- |
| **Document Number** | **Document Title** |
| AZ-Regional-XXXXX | Regional Component Qualification |
| Oracle Doc: XXXXXX | Oracle Clusterware and Oracle Real Application Clusters  Administration and Deployment Guide 12c for LINUX |
| Oracle/AZ Joint Solutions Centre cookbook | Quick Installation Guide  Oracle 12c Real Application Cluster Instillation on LINUX environment with ASM. |

# Definitions

|  |  |
| --- | --- |
| **Term** | **Definition** |
| **Installation Instruction (II)** | Approved and controlled documents that describe how an Infrastructure Component is installed (currently referred to as Cookbooks, Installation Checklists, and Work Instructions). The installation instructions also define the verification tests that are required to confirm that the installation has occurred successfully and that the Infrastructure Component functions as anticipated. |
| **Regional Component Qualification Templates** | Required information in a template format that are managed by the Infrastructure Standards group and are available in the SharePoint under the Templates category. |
| **Role** | Roles and responsibilities identified in this document are defined in general terms (objectives), which should not be interpreted as all inclusive (tasks), and are meant as logical groupings of tasks. Several roles might be performed by the same individual or multiple individuals. A role may be split among several individuals. |
| **Template** | Fixed layout document with blanks for the insertion of information into required fields. Fields cannot be added or deleted, but existing fields/tables can be expanded. |
| AZ SharePoint | AZ SharePoint – A document management system to manage, store and provide access to compliance-related procedure and project documents for AZ staff on the AstraZeneca Account. |
| <> | Used in syntax and command examples to show generic text; these should be replaced by user supplied values e.g. <$ORACLE\_BASE>/product/12.1.0.2 would be entered as /u001/app/oracle/product/12.1.0.2/db\_1 |
| **$ORACLE\_GRID** | The directory where the Oracle cluster software will be installed (e.g. /u001/app/oracle/12.1.0.2/grid/). |
| **Oracle RAC** | Oracle Real Application Cluster - Oracles clustered database offering. |
| **Node** | A server in a cluster |

# Instructions Roles Overview

Roles and responsibilities identified in this document are defined in general terms (objectives), which should not be interpreted as all inclusive (tasks), and are meant as logical groupings of tasks. Several roles might be performed by the same individual or multiple individuals. A role may be split among several individuals.

The following roles are identified within this document:

## Oracle DBA

Overall responsibilities for developing Installation Instructions and Regional Component Qualification records.

# Instructions

This section lists the basic steps executed to install and configure the Infrastructure component. The installation procedure is divided into the following parts to allow the checks and configurations to be performed incrementally with each step building upon the previous.

Pre-requisites

* + 1. Confirm the Clusterware installation specification has been received:

Network Layout.

|  |  |  |  |
| --- | --- | --- | --- |
| Network Interface cards, IP addresses and names.  Required for /etc/hosts and specifying interface usage | | | |
|  | Public | | |
| Node name | Network card name | Alias | IP |
| Node-1 |  |  |  |
| Node-2 |  |  |  |
|  | SCAN | | |
| Node name | Network card name | Alias | IP |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
|  | VIP | | |
| Node name | Network card name | Alias | IP |
| Node-1 |  |  |  |
| Node-2 |  |  |  |
|  | RAC Interconnect (private) | | |
| Node name | Network card name | Alias | IP |
| Node-1 |  |  |  |
| Node-2 |  |  |  |

* + 1. Confirm that the operating system has been patched as per the patch requirements. Refer to the installation guide on how the values can be set or checked.
    2. Confirm that the **oracle** and **root** account has been set up with unlimited resources the Unix sysadmin. This can be checked by running ‘ulimit –a’ for both oracle and root.

The oracle LINUX server specification states:

core file size (blocks, -c) 0

data seg size (kbytes, -d) unlimited

scheduling priority (-e) 0

file size (blocks, -f) unlimited

pending signals (-i) 514397

max locked memory (kbytes, -l) 64

max memory size (kbytes, -m) unlimited

open files (-n) 1024

pipe size (512 bytes, -p) 8

POSIX message queues (bytes, -q) 819200

real-time priority (-r) 0

stack size (kbytes, -s) 8192

cpu time (seconds, -t) unlimited

max user processes (-u) 2047

virtual memory (kbytes, -v) unlimited

file locks (-x) unlimited

* + 1. Confirm that the maximum number of processes that are allowed for each user has been configured by the Unix sysadmin to be greater than 2048. This can be checked logging in as root and running ‘smit chgsys’

Confirm all IP addresses and Interface names have been set up, for a CRS to function, each node requires 3 addresses as shown below. Ensure that the subnets for the public and vip addresses are the same. Note that on AstraZeneca there is a separate management lan address for each server. This address is on its own interface (NIC) and must not be used. Ensure all addresses and names from all the public, private VIP and SCAN are in /etc/hosts.

|  |  |  |  |
| --- | --- | --- | --- |
| Type | Interface name | Registered in | Example |
| Public | node.fully qualified, node | DNS servers | 10.15.56.201 |
| Virtual | node\_vip , node\_vip.fully qualified | DNS servers | 10.15.56.207 |
| Private | node\_priv, node\_priv.fully qualified | Only registered in hosts file | 10.15.137.64 |
| SCAN | node\_scan, node\_scan, & node\_scan.fully qualified | DNS servers | 10.15.56.203 |

E.g.

# Public

10.15.56.201 usgblocpoc01 usgblocpoc01.medimmune.com

10.15.56.202 usgblocpoc02 usgblocpoc02.medimmune.com

# Private

10.15.137.64 usgblocpoc01-priv.medimmune.com usgblocpoc01-priv

10.15.137.65 usgblocpoc02-priv.medimmune.com usgblocpoc02-priv

# Virtual

10.15.56.207 usgblocpoc01-vip.medimmune.com usgblocpoc01-vip

10.15.56.208 usgblocpoc02-vip.medimmune.com usgblocpoc02-vip

# Scan IP’s and SCAN Name - usgblocpoc01-scan.medimmune.com

10.15.56.203

10.15.56.204

10.15.56.205

Ping each interface in the cluster from each node, i.e. ping everything from everywhere and ensure that the correct IP address is returned

Note: Because CRS is not installed yet, the ‘vip’ addresses will not ping as its CRS that assigns the vip address to the interface card.

Confirm from the sys admin that the network adapter names on which the private IP network is configured is the same on all the nodes. Determine the name of the adapter by determining the public IP address for the node from /etc/hosts, running the ifconfig –a command and seeing which adapter its assigned to.

For the Oracle team to be able to use cloning of Clusterware kernels, we need a consistent setup of the Network Interfaces.

The Public, Virtual & Private Interfaces should be defined using ether channeling from the Virtual I/O server and the Oracle related interfaces defined thus:

en0 Public & VIP Adapter

en2 Private Interconnect Adapter

en1 will be reserved for the Unix Management connection

Confirm that the followings users exist

* grid
* oracle

Confirm that the clustered filesystem has been setup and visible from all nodes.

**5.1.8 Public – Requires one interface or network Adapter/card:**

|  |  |
| --- | --- |
| Oracle Team | * Static IP address. * Configured before installation for each node, and resolvable to that node   before installation.   * It should be on the same subnet as all other public IP addresses, VIP   addresses, and SCAN addresses.   * A public IP is registered on DNS. * Assign One IP address with an associated host name (or network name)   registered in the DNS for the public interface.   * Each node needs a public IP address this can be an interface bonded   using IPMP. |

**5.1.9 Private – Requires one interface or network Adapter/card:**

|  |  |
| --- | --- |
| Oracle Team | * Static IP address. * This private hostname does not need to be resolvable through DNS and should be entered in the /etc/hosts file. * The private IP should NOT be accessible to servers not participating in   the local cluster. (Only RAC Nodes should ping each other using Priv IP)   * The private network should be on standalone dedicated switch(es). * The private network should be deployed on Gigabit Ethernet or better * Configured before installation, but on a separate, private network, with   its own subnet, that is not resolvable except by other cluster member nodes.   * A private IP only known to the servers in the RAC configuration, to be   used by the interconnect.   * Configure the private interconnect network interface cards to have a   private node name and a private IP address.   * This can be an interface bonded using IPMP. * Choose a private IP address that is in the address range   10.\*.\*. \* or 192.168.\*.\*  Private 10.0.0.1 Hosts file  Private 10.0.0.2 Hosts file   * The private IP address should be on a separate subnet than the public   IP address.   * Oracle strongly recommends using a physically separate, private   network (You can use a VLAN on a shared switch if you must).   * You should ensure that the private IP addresses are reachable only by   the cluster member nodes.   * Use Non-Routable network addresses for private interconnect:  Class A: 10.0.0.0 to 10.255.255.255  Class B: 172.16.0.0 to 172.31.255.255  Class C: 192.168.0.0 to 192.168.255.255 |

**5.1.10 VIP – NOT required separate Network adapter/card, it uses existing public interface:**

|  |  |
| --- | --- |
| Oracle Team | * Static IP address. * The virtual IP address and the network name must not be currently in use, (But should not be accessible by a ping command or NOT Pingable). * Configured before installation for each node, The IP address and host name are currently unused (it can be registered in a DNS, but should not be accessible by a ping command). * It should On the same subnet as all other public IP addresses, VIP addresses, and SCAN addresses. * A virtual IP is registered on DNS, but NOT defined in the servers. It will be defined later during Oracle Clusterware Install * Assign One virtual IP (VIP) address with an associated host name registered in a DNS. |

**5.1.11 SCAN– VIP – Define in corporate DNS (Domain Name Service), this again uses existing public Interface:**

|  |  |
| --- | --- |
| Network Team | * Determine your cluster name. The cluster name should satisfy the following conditions. * The cluster name is globally unique throughout your host domain. * The cluster name is at least 1 character long and less than 15 characters long. * The cluster name must consist of the same character set used for host names: single-byte alphanumeric characters (a to z, A to Z, and 0 to 9) and hyphens (-). * Define the SCAN in your corporate DNS (Domain Name Service) |

SCAN Name creation:

|  |  |
| --- | --- |
| DNS Service Team | 5.2 When Networks team has shared the IP’s address below, Oracle DBA/Unix   team requesting to DNS service team to register the IP’s address and create a   SCAN Name.  # Scan IP’s and SCAN Name - **usgblocpoc01-scan.medimmune.com**  10.15.56.203  10.15.56.204  10.15.56.205  SCAN Name standards as below,  <Server Name-scan. (Medimmune.com/asiapc.astrazeneca.net, etc.> |

## Oracle User creation by IAM Permission team:

|  |  |
| --- | --- |
| IAM Permission Team | 5.3 We will request to IAM Permission team to create an Oracle group and   account and other OS users.  groupadd -g 54321 oinstall  groupadd -g 54322 dba  groupadd -g 54323 oper  #groupadd -g 54324 backupdba  #groupadd -g 54325 dgdba  #groupadd -g 54327 asmdba  #groupadd -g 54328 asmoper  #groupadd -g 54329 asmadmin  useradd -u 54321 -g oinstall -G dba,oper oracle |

Oracle account setup:

| **Role** | **Step** |
| --- | --- |
| Oracle DBA | Ensure the following before commencing:  Form contained in appendix C is completed, to ensure that the information required for the installation is available  the root password Is known  /etc/hosts contains all the nodes, private, vip, scan entries  use ‘ifconfig –a’ to confirm that the interface names and IP addresses are as expected and documented in the Build Form. |
| Oracle DBA | Log onto each node in the cluster using your own ID and su to the “oracle” user |
| Oracle DBA | Update the Oracle profile  edit the .profile and add the following at the bottom of the file changing the ORACLE\_GRID and CV\_NODE\_ALL as appropriate  #######################################################################  # Set up for RAC  #######################################################################  export AIXTHREAD\_SCOPE=S  export ORA\_CRS\_HOME=/u001/app/12.1.0.2/grid  export PATH=$ORACLE\_GRID/bin:$PATH  export CV\_NODE\_ALL=<node\_1>,<node\_2>,…  umask 022 |
| Oracle DBA | Logout of the oracle account and log back in (to test new .profile) |
| Oracle DBA | Confirm that the oracle user is configured identically on each node. The ‘id’ command must return identical values on each node. Note that that the oracle account primary group is oinstall and secondary group is dba. E.g.  uid=10000(oracle) gid=301(oinstall) groups=300(dba)  there is a directory ~oracle/.ssh with permissions 700.  Set the umask for the oracle user to be 022 in the .profile  edit any .kshrc or .profile files such that all stty commands or anything scripts called that may have stty commands or commands that echos to the terminal are wrappered with an if statement which checks for whether the session has a terminal attached to it.  See example below:  # --------------------------------------------------------------------------  # all stty commands have to be wrappered to prevent ssh installation errors  # --------------------------------------------------------------------------  if [ -t 0 ] ; then  stty erase ^H  fi |
| Oracle DBA | Configure keys for oracle user equivalence on each node  Login as the oracle user  Confirm ssh daemon is running ( ps –ef | grep sshd ), if not contact unix team.  Generate the rsa and dsa keys in the location ~oracle/.ssh, and empty password, i.e. when prompted for a password, hit the enter key.  $ mkdir ~/.ssh  $ chmod 700 ~/.ssh  $ cd ~/.ssh  ssh-keygen –t rsa  ssh-keygen –t das |
| Oracle DBA | On A NODE: Compile and distribute a ‘master’ authorized keys file for oracle user equivalence If prompted to continue connecting then reply ‘yes’. Provide password if requested.  Login as the oracle user  Create a ‘master’ keys file  cd ~oracle/.ssh  ssh <node\_1> cat ~oracle/.ssh/\*.pub >> authorized\_keys  ssh <node\_2> cat ~oracle/.ssh/\*.pub >> authorized\_keys  …  ssh <node\_n> cat ~oracle /.ssh/\*.pub >> authorized\_keys  chmod 600 authorized\_keys  Copy the master authorized\_keys file to all the nodes in the cluster and restrict permissions. If prompted to continue connecting then reply ‘yes’. Provide password if requested.  cd ~oracle/.ssh  scp ssh authorized\_keys <node\_2>:~oracle/.ssh/  ssh <node\_2> chmod 600 ~oracle/.ssh/authorized\_keys  …  scp ~oracle/.ssh/authorized\_keys <node\_n>:~oracle/.ssh  ssh <node\_n> chmod 600 ~oracle/.ssh/authorized\_keys |
| Oracle DBA | To prevent X11 forwarding causing installation errors  Create a file ~oracle/.ssh/config, if it doesn’t exist  vi ~oracle/.ssh/config and add the following line, note the case is important:  Host \*  ForwardX11 no  Copy the file to the other nodes. If prompted to continue connecting then reply ‘yes’. Provide password if requested.  cd ~/.ssh  scp ~oracle/.ssh/config <node\_2>:~/.ssh  …  scp ssh ~oracle/.ssh/config <node\_n>:/home/oracle/.ssh |
| Oracle DBA | Test ssh by logging onto each node in the cluster and executing the following date command. If prompted to continue connecting then reply ‘yes’. Provide password if requested.  ssh <node\_1> date  …  ssh <node\_n> date  exit |
| Oracle DBA | Retest ssh by logging onto each node in the cluster and re-executing the date command as above. Confirm that the command will work without any prompts |

Unix OS Database Server Delivery Specifications:

The below details define the standard handover configuration of Oracle database servers from the Unix team.

The delivery specification information should be provided to the Unix area to ensure that consistent server builds occur & can be used as a DBA checklist against which the server setups can be verified.

**5.5.1 Hardware Details:**

The following are the hardware requirements to properly install Oracle RAC Database 12c on a x86\_64 system:

• Minimum of 4 GB of RAM for the installation of both Oracle Grid Infrastructure   
 and Oracle Database2   
 • The minimum of three Network Interface Cards (NIC) with the usage of direct   
 attach storage or fibre channel storage; however, four NICs are recommended.   
 • Red Hat Enterprise Linux 7.x Server x86\_64 with kernel 3.10.0-123 or higher   
 • Console access that supports 1024 x 768 resolution to ensure correct display of   
 Oracle's Universal Installer (OUI).   
 • All nodes within the Oracle RAC Database environment require the same chip   
 architecture. This reference architecture uses 64-bit processors on all nodes within   
 the cluster.

**5.5.2 Server Details:** The hardware for the server used within this reference environment. This hardware meets the minimum requirements for properly installing Oracle Database 12c Release 1 (12.1) on a x86\_64 system.

|  |  |
| --- | --- |
| **Server Hardware** | **Specifications** |
| Oracle 12c RAC Release 1 server  (db-oracle-node1, db-oracle-node2) | Red Hat Enterprise Linux 7 kernel 3.10.0-123.el7.x86\_64 |

**5.5.3 Disk Space Details:** The following is the disk space requirements for properly installing Oracle Database 12c Release 1 (12.1) software for this reference environment.

|  |  |
| --- | --- |
| **Software** | **Disk Space** |
| Oracle Grid Infrastructure Home  (includes software files) | 70 GB |
| Oracle Database Home Enterprise Edition  (includes software files and data files) | 70 GB |
| /tmp | 10 GB |

**5.5.4 File System Layout:** File System Layout specifies the file system layout for the server used in this reference environment. The layout ensures the disk space requirements to properly install the Oracle Grid Infrastructure and Oracle Database software for Oracle RAC Database 12c Release 1 (12.1).

|  |  |
| --- | --- |
| **File System Layout** | **Disk Space Size** |
| / | 15 GB |
| /dev/shm | 24 GB |
| /boot | 248 MB |
| /home | 8 GB |
| /tmp | 4 GB |
| /u001 | 50 GB |
| /usr | 5 GB |
| /var | 8 GB |

Oracle RAC Database 12c Release 1 (12.1) recommends three volumes each of at least 4 GB in size to store the Oracle Cluster Registry (OCR), voting disks, and the Oracle Grid Infrastructure Management Repository (GIMR) within an Oracle ASM disk group with the use of normal redundancy. The OCR manages the Oracle Clusterware and Oracle RAC Database 12c Release 1 configuration information. The voting disk manages any information pertaining to the node membership. GIMR is a mandatory installation with the release of Oracle Grid Infrastructure 12c Release 1 (12.1.0.2).

**5.5.5 RAM and Swap Space:**

Swap space is determined by the amount of RAM found within the system. The following table displays the swap space recommendation. This reference environment allocates 16 GB of RAM for swap space.

|  |  |
| --- | --- |
| **RAM** | **SWAP Space** |
| 2 GB up to 16 GB | Equal to the size of RAM |
| Greater than 16 GB | 16 GB of RAM |

**5.5.6 Oracle Database 12c Release 1 (12.1) Package Requirements:**

A specific set of packages is required to properly deploy Oracle RAC Database 12c Release 1 (12.1) on Red Hat Enterprise Linux 7 (x86\_64). The number of installed packages required varies depending on whether a default or minimal installation of Red Hat Enterprise Linux 7 (x86\_64) is performed.  
  
Oracle Grid Infrastructure 12.1 and Oracle Database 12.1 required x86\_64 RPM packages13:

|  |  |
| --- | --- |
| **Required Packages** | |
| Binutils | libX11 |
| compat-libcap1 | libXau |
| compat-libstdc++-33 | libaio |
| Gcc | libaio-devel |
| gcc-c++ | libdmx |
| glibc-devel | glibc |
| Ksh | make |
| Libgcc | sysstat |
| libstdc++ | xorg-x11-utils |
| libstdc++-devel | xorg-x11-xauth |
| libXext | libXv |
| libXtst | libXi |
| Libxcb | libXt |
| libXmu | libXxf86misc |
| libXxf86dga | LibXxf86vm |
| nfs-utils |  |

CRS Software install:

|  |  |
| --- | --- |
| Oracle DBA | 5.6 Log onto the node with your own ID and su to the “oracle” user  Download relevant Clusterware installation software 12.1.0.2 and patches   LINUX 64 Bit from Oracle Metalink.   Unpack the install packages linuxamd64\_12102\_grid\_1of2.zip  linuxamd64\_12102\_grid\_2of2.zip  guzip <>  cpio -idcmv <<disk\_image>>  5.6.1 Once unpacked the install packages Gird directory will be created under   present location.  5.6.2 Create the $ORACLE\_BASE and $ORACLE\_GRID directories or ensure   that the permissions will allow the oracle user to be able create them at   installation time |

## Archive cluvfy reports:

|  |  |
| --- | --- |
| Oracle DBA | 5.7 We needs to run the cluvfy reports either Node-1 or Node-2 server under software location. Once we collected the logs fix both warning/failures of respective teams Network, Storage and Unix teams.  5.7.2 ./runcluvfy.sh stage -pre crsinst -n <Node 1>, <Node 2> -verbose  5.7.3 To make sure the cluvfy issues fixed then only we need to proceed the Gird installation until fix the any issues we can’t proceed to further; this may cause of Grid installation fails. |
| Oracle DBA | 5.7.4 Attached the reference of Cluvfy report logs. |

## CRS Gird Software Installation

|  |  |
| --- | --- |
| Oracle DBA | 5.8.0 We should use Response file to install CRS Grid software installation on  node-1 server under grid software location.  To use the below script to install the CRS installation  ./runInstaller -silent -responseFile /home/oracle/oradiag\_oracle/diag/grid\_new.rsp -showProgress -ignorePrereq  5.8.1 Attached the response file details to use installation.  5.8.2 After completing the CRS installation though silent method, we needs to run root.sh scripts on both nodes as root user and make sure it should be complete without any errors or warning.  5.8.3 Attached the logs for CRS installation.    5.8.4 After CRS installation to check whether the cluster related process is started and up and running fine on both nodes.  5.8.5 Attached the Cluster status logs. |

## To Create ASM disks:

|  |  |
| --- | --- |
| Oracle DBA | 5.9.0 Based on the customer demand and database growth we can raise a request   to Storage team to get RAW disks on respective of WWPN’s provided by   UNIX team.  5.9.1 Storage team can give us RAW disks from 2 MB to 4 TB.  5.9.2 We will request storage to get 5\*100 GB LUN and 3\*10 GB LUN.  5.9.3 We should request UNIX team to create ASM Disks name as below,  ASM\_DISK1 – 100 GB  ASM\_DISK2 – 100 GB  ASM\_DISK3 – 100 GB  ASM\_DISK4 – 100 GB  ASM\_DISK5 – 100 GB  ASM\_OCRVOTE1 – 10 GB  ASM\_OCRVOTE2 – 10 GB  ASM\_OCRVOTE3 – 10 GB  Once they have created the disks, then we need to create ASM Disks group name using ORACLEASM lib.  The disks group name like below,  DATA01 - 200 GB  DATA02 – 200 GB  FRA01 – 100 GB  OCR\_VOTE01 – 30 GB  5.9.4 The below screenshot for the reference of Disks group details.    5.9.5 Oracle ASM Disks creations steps and logs. |

## MGMTDP database creation:

|  |  |
| --- | --- |
| Oracle DBA | 5.10.0 After completing the both Gird software installation and ASM disks  creations, then proceed to create MGMTDP database using the below   scripts.  5.10.1 export GI\_HOME=/u001/app/12.1.0.2/grid  ./dbca -silent -createDatabase -sid -MGMTDB -createAsContainerDatabase true -templateName MGMTSeed\_Database.dbc -gdbName \_mgmtdb -storageType ASM -diskGroupName DATA01 -datafileJarLocation $GI\_HOME/assistants/dbca/templates -characterset AL32UTF8 -autoGeneratePasswords -skipUserTemplateCheck  5.10.2 Attached the below logs for MGMTDB database creation. |

## Database software installation:

|  |  |
| --- | --- |
| Oracle DBA | 5.11.0 Before starting the database software installation, we need to make sure   Oracle Home and Oracle Base location needs to be created on both servers.  Unpack the install packages,    unzip linuxamd64\_12102\_database\_1of2.zip  unzip linuxamd64\_12102\_database\_2of2.zip  guzip <>   cpio -idcmv <<disk\_image>>  5.11.1 Needs to review the response file and make if any changes required.  ./runInstaller -ignoreSysPrereqs -showProgress -silent -responseFile  /home/oracle/rac\_db.rsp  5.11.2 Attached the Oracle software installation logs. |

## Oracle Database Creation:

|  |  |
| --- | --- |
| Oracle DBA | 5.12.0 Before starting the database creation needs to choose Database name with   below 8 character and Character set name and other mandatory keywords.  5.12.1 Needs to review the DBCA commands for noninteractive (Silent)  configuration for RAC.   ./dbca -silent -createDatabase \  -templateName General\_Purpose.dbc \  -gdbname <DBName> \  -sid <DBName> \  -responseFile <NO\_VALUE> \  -characterSet <AL32UTF8> \  -sysPassword <Astra123> \  -systemPassword <Astra123> \  -createAsContainerDatabase <false> \  -databaseType <MULTIPURPOSE> \  -automaticMemoryManagement <false> \  -totalMemory <1536> \  -storageType <ASM> \  -datafileDestination <"DATA01"> \  -redoLogFileSize <50> \  -emConfiguration <NONE> \  -nodeinfo <Node1>,<Node2> \  -ignorePreReqs  5.12.2 Attached the Oracle software installation logs. |

## Database service status:

|  |  |
| --- | --- |
| Oracle DBA | 5.13.0 To check the cluster services status and database status using the below   commands.    ./crsctl check crs  ./crsctl stat res -t   ./srvctl status database -d <database name>   sqlplus “/ as sysdba”  select name, open\_mode, log\_mode from gv$database;  select inst\_id,inst\_name,host\_name,status from gv$instance;  select \* from v$recover\_file;  And make sure the all the services should be up and running if any issues. |

## Fail Over Test:

|  |  |
| --- | --- |
| Oracle DBA | 5.14.0 When we brought down the Instance2 “<InstanceName2>” the node2   connection/jobs are failover it to Node1 “<InstanceName1>” service   without any issues.    ./srvctl status database -d <database name>  ./srvctl stop instance -d <database name> -i <instance name1>  ./srvctl start instance -d <database name> -i <instance name1>  ./crsctl check crs  ./crsctl stop crs <Node1 server>  ./crsctl start crs   ./srvctl status database -d <database name>  ./srvctl stop instance -d <database name> -i <instance name2>  ./srvctl start instance -d <database name> -i <instance name2>  ./crsctl check crs  ./crsctl stop crs <Node2 server>  ./crsctl start crs    ./crsctl stat res -t ( to check all the cluster services are ok)  When we brought down the services to check respective of log files and   make sure there were no ORA- errors. |

Post Installation Verification:

These post installation verification tests constitute the Infrastructure Component Installation and Operation Qualification tests for the Infrastructure Component.

| **Role** | **Step** |
| --- | --- |
| Oracle DBA | 5.15.0 Obtain the appropriate Global Component Qualification   Template from GRD if you are using an existing Oracle home   otherwise continue to use the template created when installing   the Oracle home for this database. Save template with the   following file name structure: -  Server Identifier\_Infrastructure Component type  <AZRFS#>\_<dbname>.doc  E.g: AZRFS1234\_XPROD.doc  *Note. This saved template is the Component Qualification record referred to in the subsequent steps* |
| Oracle DBA | 5.15.1 Check & verify the CRS kernel installation logs. |
| Oracle DBA | 5.15.2 Generate an Oracle Inventory listing for the CRS kernel   installation. Run:  <ORACLE\_GRID>/OPatch/opatch lsinventory–oh <ORACLE\_GRID> |

Archive cluvfy reports:

| **Role** | **Step** |
| --- | --- |
| Oracle DBA | 5.16.0 Create directories on Share Point under Project folder <……>  <Share Point X:\projects\<node\_1>\_RAC\_cluster\_with\_<node\_2>\CRS  e.g. X:\projects\ usgblocpoc01\_RAC\_cluster\_with\_ usgblocpoc02\CRS  X:\projects\<node\_2>\_RAC\_cluster\_with\_<node\_1> \CRS  e.g. X:\projects\ usgblocpoc02\_RAC\_cluster\_with\_usgblocpoc01\CRS |
| Oracle DBA | 5.16.1 Copy all the reports generated by cluvfy to the  “X:\projects\<node\_1> RAC cluster with <node\_2>\cluvfy” directory  e.g. X:\projects\ usgblocpoc01\_RAC\_cluster\_with\_ usgblocpoc02\cluvfy   Example of Cluvfy reports: |

**5.17 Post Installation checks:**

|  |  |
| --- | --- |
| Oracle DBA | 5.17.0 Confirm cluster configuration  Run: crs\_stat –t  Expect output similar to: |
| UNIX Team | 5.17.1 Request Unix team to setup sudo for:  $ORALE\_GRID/bin/crsctl password protected  $ORALE\_GRID/bin/ocrdump no password  $ORALE\_GRID/bin/ocrconfig password protected  /etc/init.crs password protected  $ORALE\_GRID/bin/srvctl no password |

# 6 Un-Install steps:

| **Role** | **Step** |
| --- | --- |
| Oracle DBA | 6.1.0 If a database(s) has been installed, then delete the database(s)   using DBCA and the associated Oracle Home(s) using OUI |
| Oracle DBA | 6.1.1 Log onto each node disable Oracle Clusterware applications.  $ORA\_CRS\_HOME/insall/rootdelete.sh local nosharedvar   nosharedhome  Assuming:   * The delete is for the local node * There is a /etc/oracle/orc.loc on the server * The cluster software is not shared |
| Oracle DBA | 6.1.2 On the last node: $ORACLE\_GRID/install/rootdeinstall.sh |
| Oracle DBA | 6.1.3 Using OUI – delete the clusterware home.  See Metalink Note: #1570554.1“12c How to Clean up after a Failed   CRS Install” (or)  https://oracle-base.com/articles/rac/clean-up-a-failed-grid-infrastructure-installation  6.1.4 Attached the De-install logs. |

# Appendices

## Appendix A - Terminal Server Connection

1. Start a ReflectionX Client (on Terminal Server for stability if available):

1.1. Install the ReflectionX client tool from Appzone and install in your   
 machine. : Start | Terminal Services Client | Terminal   
 Services Client.

1.2. For BCC based target servers enter "<Server Name >” in "Server:" textbox and press "Connect" button.

1.3. Log onto the terminal server with your unprivileged EMEA logon.

1.4. Click: Start | Programs | Reflection | Reflection X.

1.5. If prompted: Don't run "Performance Tuner".

If prompted: Press "Cancel" button on the "Select XDMCP Host" dialog.

If prompted: Press "No" at the "Reflection X" dialog.

1.6. Minimise the "X Client Manager (untitled)" window.

2. Find the ReflectionX Client's IP Address:

2.1. Open a command window on the Client (Terminal Server).

2.2. run ipconfig and record the IP Address displayed.

3. Set up and test X Windows connectivity:

3.1. From a UNIX command line session logged on as oracle to the target server.

3.2. export DISPLAY=156.71.8.136:0 (Substitute the IP Address of your X Client here).

3.3. /usr/X/bin/xclock (Solaris).

3.4. If the X Client is working correctly the clock window should appear in the Client (Terminal Server) window. If the display does not appear then another instance of X Server is probably running on the Terminal Server. Increment the port number and retry from step 3.2 above (E.g. export DISPLAY=156.71.8.136:1).

3.5. Stop the clock test by Ctrl C at the UNIX command line session.

## Appendix B - XTERM Connection from AZ-Lite

1. From the desktop, select :

START => Programs => Reflection => Reflection X

1. In the left hand menu, select the Type of Unix host to reflect the target server OS ( or use Generic Unix host if not displayed ) e.g. aix.rxc – Generic LINUX xterm
2. In the right hand menu, complete the Host Name, User Name and Password fields with details of the target server & the login account / password to be used.
3. Click Connect
4. This will open a XTERM session.
5. If you have connected with your personal login, enter : echo $DISPLAY and note the value of the variable
6. If you have connected to your personal login, for Oracle installation tasks you must switch user to oracle : enter su – oracle and respond with the password when prompted
7. If you originally connected with your personal login and have switched user to oracle, enter echo $DISPLAY this will not reflect the setting for your personal account
8. If you originally connected with your personal login and have switched user to oracle, enter export DISPLAY=<values from personal login session>
9. You can now run OUI & DBCA / netca commands within this xterm session

## Appendix C - Sample .profile entries for the oracle user

PATH=/usr/bin:/etc:/usr/sbin:/usr/ucb:$HOME/bin:/usr/bin/X11:/sbin:.

export PATH

if [ -t 0 ]; then

if [ -s "$MAIL" ] # This is at Shell startup. In normal

then echo "$MAILMSG" # operation, the Shell checks

fi # periodically.

fi

#######################################################################

# Set up for RAC

#######################################################################

export AIXTHREAD\_SCOPE=S

export ORACLE\_GIRD=/u001/app/oracle/12.1.0.2/grid/

export PATH=$ORACLE\_GIRD/bin:$PATH

export CV\_NODE\_ALL= usgblocpoc01, usgblocpoc02

umask 022

## Appendix D – Build Information

|  |  |  |
| --- | --- | --- |
| Information | Example values | This installation |
| Nodes | usgblocpoc01, usgblocpoc01 |  |
| CRS Version | 12.1.0.2 |  |
| MLR Patch to be applied.[[1]](#footnote-1) | Latest PSU patch # |  |
| ORACLE\_BASE | /u001/app/oracle |  |
| Oracle Inventory location | <ORACLE\_BASE>/oraInventory |  |
| ORACLE\_GRID [[2]](#footnote-2) | /u001/app/oracle/12.1.0.2/grid/ |  |
| Voting disk location+name | +OCR\_VOTE01/oracle\_crsdata/votedisk |  |
| OCR disk location+name | +OCR\_VOTE01/oracle\_crsdata/ocrdisk |  |

Network Layout. The Interf.ace card usage is required. If the server is already built ‘ifconfig –a’ will list all available cards and the addresses that are allocated to them. Confirm with Unix team that allocation of the card and its usage are correct.

![](data:image/png;base64,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)

## Appendix F – Check CRS Installation

Execute health check report and confirm the following checks are successful.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Check | Expected output | Node #1 | Node #2 |
| 1 | Check output from cluvfy | Correct nodes are reported.  No errors or ‘unknown’ outcomes.  Note only errors relating to the operating system installation packages and patch sets maybe ignored |  |  |
| 2 | Check Clusterware software version by running the following on all nodes | Correct version installed |  |  |
| 3 | Check daemons are running | Following processes exist:  crsd.bin, evmd.bin and ocssd.bin |  |  |
| 4 | Check status of CRS | Reports ‘healthy’ |  |  |
| 5 | Check status of Clusterware daemons | Reports ‘healthy’ |  |  |
| 6 | Check status of Clusterware resources by running the following on all nodes | The gsd, ons and vip resourcres are ‘online’, one on each node. |  |  |
| 7 | Check OCR ( cluster registry) file. | Reports status of the OCR and ‘check succeeded’ |  |  |
| 8 | Check OCS auto backups | List of backup times and locations |  |  |
| 9 | Check Voting disks | Reports all configured voting disks |  |  |
| 10 | Check CRS stop | No CRS daemons |  |  |
| 11 | Check CRS start | All CRS Daemons running and daemon status ‘healthy’ |  |  |
| 12 | Failover of VIP if a node is down | The VIP from the failed node will failover to the still running node. |  |  |

## 

## Appendix H – Oracle Filesystem, Database File & Directory name Standards

|  |  |  |
| --- | --- | --- |
| RAC Filesystem setup | /u001 | Local Oracle kernels, local Oracle Admin directories and Oracle & Cluster Home directories.  Instance alert logs & trace files on specific node details. |
| OCR\_VOTE01 | CRS components (OCR & Voting disk |
| DATA01 | ctl file1 + "standard" tablespaces - SYSTEM / SYSAUX / TEMP / UNDO / USERS etc. & Block change tracking file and 1 redo groups in directory  /DATA01/<ORACLE\_SID>/ |
| DATA02 | ctl file2 + Application specific tablespaces + 2 redo groups in directory  /DATA02/<ORACLE\_SID>/ |
| FRA01 | ctl file3 + 3 redo group member in directory and archive logs in directory  /FRA01/<ORACLE\_SID>/archive/ |
| /u001-Backup | d2d backup area, export area, Flash recovery Area, OCR & Votedisk backup for RAC in directories  /u001-Backup/<ORACLE\_SID>/oradata/d2dbackup  /u001-Backup/<ORACLE\_SID>/export /  /u001-Backup/ <ORACLE\_SID>/flash\_recovery\_area |

|  |  |  |
| --- | --- | --- |
| Redo Logs | There should be a minimum of 3 redo log groups per instance.  Each redo log group should have two members  Redo log group members should reside on different filesystems.  (See the server delivery specification for details)  Redo log files should have the suffix of \*.rdo | redo<nn><a|b><thread#>.rdo (RAC)  e.g.  RAC  redo01a1.rdo redo01b1.rdo Thread 1  redo02a1.rdo redo02b1.rdo Thread 1  redo03a1.rdo redo03b1.rdo Thread 1  redo04a2.rdo redo04b2.rdo Thread 2  redo05a2.rdo redo05b2.rdo Thread 2  redo05a2.rdo redo05b2.rdo Thread 2 |
| Control Files | There should be three controlfiles.  Each controlfile should reside on a different filesystem .  (See the server delivery specification for details)  Control files should have the suffix of \*.ctl | control01.ctl  control02.ctl  control03.ctl |
| Database Files | Database files should be located according to the server delivery specification document.  Database files should have a suffix of \*.dbf  Tablespace datafile names are of the form :  <ts\_name><nn>.dbf  where <nn> is a two digit integer incrementing from 01 for each file associated with the same tablespace | Standard “System” tablespace datafiles are :  sysaux01.dbf  system01.dbf  temp01.dbf  undotbs01.dbf  undotbs02.dbf  users01.dbf |
| Archive Logs | Archive log files should be located according to the server delivery specification document. | The archive log name format is <DB\_NAME>\_%t\_%s\_%r.arc |

**For the Oracle GRID HOME, ORACLE RDBMS HOME & Oracle Admin areas, a standard OFA compliant directory definition will be created.**

i.e.

ORACLE\_BASE=/u001/app/oracle

ORACLE\_GIRD=/u001/app/oracle/12.1.0.2/grid/

ORACLE\_HOME=/u001/app/oracle/product/12.1.0.2/db\_<n>

where <n> would normally be 1, but where multiple Oracle kernels exist this could be 2,3,4 etc.

$ORACLE\_BASE/admin/diag/

adump

bdump

cdump

dpdump

pfile

scripts

udump

etc ….

In a RAC configuration, so that the Db logs and trace files are accessible from any server in the cluster, create a soft link from $ORACLE\_BASE/admin/ to a shared filesystem mount point:

/U001/app/oracle/admin

so, the directories would be:

/U001/app/oracle/admin/<INSTANCE\_NAME>/

adump

bdump

cdump

dpdump

pfile

scripts

udump
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1. One off patches to be applied to correct CRS problems [↑](#footnote-ref-1)
2. Must **not** be a subdirectory of ORACLE\_BASE as permissions on the $ORA\_CRS\_HOME will get changed to allow root only access [↑](#footnote-ref-2)